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The American artist Trevor Paglen, whose work explores the power and ubiquity of surveillance technology. 
Credit...Aubrey Trinnaman for The New York Times

Haigney, Sophie, "'Impossible Objects' That Reveal a Hidden Power," The New York Times, September 9, 2020 



Tucked into a small gallery in the Carnegie Museum of Art in Pittsburgh is a plexiglass cube filled 
with computer parts. It’s about 16 inches on each side, reminiscent of a Donald Judd box, updated 
for the digital era.

It’s also an open Wi-Fi hot spot to which you can link your phone. But before your phone connects 
to the internet, it routs traffic through the Tor Project’s network, which anonymizes your phone, 
location and activity. Once you connect, you can move through the museum totally untraced. This 
sculpture, titled “Autonomy Cube,” is the kind of object for which Trevor Paglen, 45, has become 
known, as one of the foremost artists drawing attention to the power and ubiquity of surveillance 
technology.

“It’s part of a series that I think about as impossible objects,” he said of his latest work in a recent 
phone interview. He has also launched a satellite sculpture into space that he described as “a giant 
mirror in the sky, with no commercial or scientific value, one with purely aesthetic value.”

He has also sent a time capsule with 100 images from throughout human history into perpetual 
orbit, micro-etched onto a disc and encased in a gold-plated shell. These objects might be thought of 
as “impossible” because there is no incentive for their creation in a world where technological 
development has been commercialized, where surveillance is commonplace and where space 
remains largely militarized. Is making them, then, an act of optimism?

“I wouldn’t use the word ‘optimistic’, but what you’re getting at with that word is there,” Mr. Paglen 
said. “They’re very self-contradictory and contradictory of the systems they’re in.”

Mr. Paglen’s “Autonomy Cube” (2015), at the Carnegie Museum of Art in Pittsburgh, doubles as a Wi-Fi hot 
spot.Credit...Trevor Paglen and Metro Pictures, New York

By Sophie Haigney



“Autonomy Cube” is installed at the Carnegie Museum in an exhibition of Mr. Paglen’s work titled 
“Opposing Geometries.” Organized as part of the 2020 Hillman Photography Initiative, an 
incubator for innovative thinking about photography, the show will be on view until March 2021.

Like almost all of Mr. Paglen’s work, the exhibition takes contemporary technologies as its central 
subject, but many of the works here look backward too. The show, which features photographs, 
overarchingly demonstrates that even though “surveillance” and “computer vision” and “machine 
learning” have become today’s buzzwords, they have a long history that is bound up with 
photography.

His “Beckett,”(from the 2017 series “Even the Dead Are Not Safe”), a portrait of Samuel Beckett generated by mixing 
images that facial recognition programs tagged as him.Credit...Trevor Paglen and Metro Pictures, New York

The exhibition includes images from Mr. Paglen’s series “They Took the Faces From the Accused 
and the Dead …” which assembled thousands of photos from a National Institute of Standards and 
Technology database, an archive of mug shots that was used to test early facial recognition software 
programs without the subjects’ consent. In Mr. Paglen’s versions, parts of the subjects’ faces are 
blocked out, leaving haunting square-shaped holes that are at once a reference to their stolen 
identities and also a means of returning them to anonymity.



An image from Mr. Paglen’s “They Took the Faces From the Accused and the Dead…),” 2019, a series that assembled photos from 
the American National Standards Institutes database, an archive of mug shots that was used to test early facial recognition software 
programs without the subjects’ consent.Credit...Trevor Paglen and Pace Gallery, New York

“The show is looking at historical forms of photography and the relationship between those forms of 
photography and different kinds of police power or state power,” Mr. Paglen said. “What is that 
relationship between photography and power?”

The multiplicity of meanings in Mr. Paglen’s work are part of their appeal to technologists and 
thinkers. “There’s lots of rhetoric about how A.I. is going to change the world, and people don’t 
realize how much technology has already changed the world and then when they do come to realize 
it, they often have the reaction of being scared or otherwise feeling powerless,” said David Danks, a 
philosophy professor at Carnegie Mellon University whose work focuses on ethics and technology, 
and who is on the creative team of the Hillman Photography Initiative. “I think a really important 
aspect of Trevor’s work is that it doesn’t just elicit a reaction, it doesn’t just educate. I think Trevor’s 
very good about indirectly giving people clues about how to be empowered.”

Many of the works in this show are extensions of Mr. Paglen’s longtime interest in the relationship 
between photography and artificial intelligence — including his ImageNet Roulette, a digital art 
project and app that went viral last fall and allowed users to upload their faces to see how A.I. might 
label them. Often the results were racist, sexist and otherwise stereotypical — a shock to users, 
which prompted ImageNet, a leading image database to remove half a million images.



In “Opposing Geometries,” though, Mr. Paglen — who has a Ph.D. in geography and an M.F.A. — is 
thinking about the history of images as well as the future. “If you look at these histories of technical 
image-making, they’re always, if not part of a military project, adjacent to one and nurtured by it, so 
in some ways we have these very contiguous histories,” he said.

“The Black Canyon Deep Semantic Image Segments,” 2020, dye sublimation print.Credit...Trevor Paglen and Altman 
Siegel, San Francisco

Karnak, Montezuma Range Haar; Hough Transform; Hough Circles; Watershed, 2018, a triptych of gelatin silver prints 
that are part of Mr. Paglen’s ongoing exploration of the history of photography and the American West.Credit...Trevor 
Paglen and Metro Pictures, New York



Among these intertwined histories are that of photography and the settlement of the American 
West. While indelible images of places like Yosemite taken in the 1860s have long been ingrained in 
American mythmaking, Mr. Paglen is interested in them as early assertions of military control. The 
War Department (now known as Defense) funded several reconnaissance missions into the West in 
the 1860s and 1870s and sent photographers as part of a push to capture the new territory. Yet 
these sublime photos, Mr. Paglen said, were like “the eyes of the state on a new territory,” a theme 
he explores in his Carnegie Museum exhibition.

Some of Mr. Paglen’s photographs do look uncannily like Carleton Watkins’s early photographs of 
Yosemite, and were in fact created using a historical printing process called albumen. But he also 
ran the photographs through computer vision algorithms, which struggle to identify objects in their 
natural environment, generating instead lines and shapes on the images’ surface. The resulting 
photos are once hyper-modern and antiquarian, tying the past and present through technology.

“There are more pictures today made by machines for machines to interpret than all the pictures 
that have existed for humankind,” said Dan Leers, the curator of “Opposing Geometries.” “But 
rather than throwing his hands up, Trevor is going back through the history of photography, and in 
some cases specifically reusing existing images, and in other cases, acknowledging historical 
processes in his making of these pictures.”

“The show is looking at historical forms of photography and the relationship between those forms of photography and 
different kinds of police power or state power,” Mr. Paglen says of his current exhibition at the Carnegie Museum of Art 
in Pittsburgh.Credit...Aubrey Trinnaman for The New York Times



This is the first new exhibition that will open at the Carnegie Museum post-lockdown, and its themes 
have particular resonance after months when our lives moved mostly online. Mr. Paglen, whose main 
studio is in Berlin, and who normally travels frequently, spent the lockdown in Brooklyn, where he 
has a secondary studio.

“I’d never used Zoom before this,” he said. “So what is this layer of technology that has become so 
much a part of the ways in which we interact with each other? Especially when these forms of 
technology are also surveillance platforms, and are highly invasive tools.”

During that time in New York, he made a series of new works that responded to the natural world in 
full-blown spring but also to the ways the pandemic was reshaping life and death. An exhibition of 
these works, titled “Bloom,” will be on display at Pace Gallery in London beginning Sept. 10.

In Pittsburgh, even the physical layout of the exhibition highlights the ubiquity and insidiousness of 
certain aspects of virtual life. The works are placed in three main spaces around the museum, and the 
intent is to mimic.

“For us that was really important because it gives an idea of infiltration,” Mr. Leers, the curator, said. 
“The surveillance that happens through algorithms and photography is quite hidden, and requires 
digging and sleuthing to find out how it’s working.”

Someone wandering through the museum might stumble serendipitously on Mr. Paglen’s work, 
getting a glimpse of how the systems of surveillance are built seamlessly into the fabric of our 
everyday lives.



ALGORITHMS CAN’T AUTOMATE BEAUTY

Trevor Paglen: Bloom (#9b746d), 2020, dye sublimation print, 40½ by 54 inches.
COURTESY TREVOR PAGLEN AND PACE GALLERY

You feel the subtle effects of algorithms while using digital platforms: Spotify automatically plays another 
song based on what you already like; Instagram shows you the stories first from the accounts you interact with 
most often; and TikTok, dispensing with agency entirely, just gives you a feed of videos “For You,” no choice 
about who to follow required. Algorithms are designed so that you don’t necessarily recognize their effects 
and can’t always tell whether or not they’re modifying your behavior. A new body of work by the 
interdisciplinary artist and technology activist Trevor Paglen—on view at Pace Gallery’s London venue, with 
a virtual version online—attempts to visualize their workings.

By Kyle Chayka September 21, 2020

Chayka, Kyle, "Algorithms Can't Automate Beauty," Art in America, September 21, 2020



“Bloom” is a series of high-resolution photographs of flowering trees. The sprays of blossoms are tinted 
different colors in variegated sections, a slightly nauseating spectrum of reds, yellows, blues, and purples. 
The colors are the biggest sign that something inhuman has happened: they don’t seem to follow a single 
logic and their arrangements are too granular to have been executed by hand. As Paglen explains in a video 
published by Pace, the colors have been assigned by machine-learning algorithms developed by his studio 
that dissect the images’  textures and spatial arrangements, then apply colors to mark differences. Flowers 
might stay bright white while the trees’ leaves and branches recede into blues. Looking at the images means 
trying to decode what the computer was evaluating when adding color.

Flowers are a perennial artistic subject, from the Dutch Baroque memento mori that Paglen references in the 
video to Andy Warhol’s screen prints. But his visualize how a machine perceives an image. The algorithms 
interpret no symbolism; there’s no ephemerality or tragedy latent to a springtime blossom. The colors emerge 
from a mathematical process that could be applied to any other image. The elegiac quality of the series comes 
from the contrast between the content of the images, familiar to human viewers, and the coldness of the 
machine’s gaze. We don’t really know what it’s looking for, or at.

View of Trevor Paglen’s exhibition “Bloom,” 2020, at Pace Gallery.
COURTESY TREVOR PAGLEN AND PACE GALLERY. PHOTO DAMIAN GRIFFITHS



Paglen’s recent work, both at Pace and in a concurrent exhibition at the Carnegie Museum of Art, evokes 
the uncanniness that we feel when using Spotify, Facebook, or Tinder. These platforms purport to calculate 
our judgements and tastes and then replicate them, serving us our own desires so quickly that we don’t have 
time to consider how well our identities are being reflected by the algorithms’ decisions. Over the past 
decade, since he earned a PhD in geography in 2008 from the University of California at Berkeley, Paglen 
has become famous for using his practice to reveal things that are hidden, making media headlines as much 
as exhibitions. He moves between formats—photography, collage, renderings, and installations of 
technological devices—to expose contemporary artifacts like the physical cables that undergird the Internet 
and souvenir badges from classified Pentagon programs. In recent years he has shifted his attention to 
artificial intelligence, exploring how machine vision is shaping our perception of the world.

“Bloom” shows that beauty can’t be automated—at least, not by the technology we currently have. More 
than a series of visual alignments or colors, beauty lies in our memories of the world, the connection of a 
flower to the experience of spring inevitably passing. Algorithms lack any understanding of this context; 
they can only approximate it.

Trevor Paglen, Bloom (#79655d), 2020, dye sublimation print, 26 by 19½ inches.
COURTESY TREVOR PAGLEN AND PACE GALLERY



In his “CLOUD” series (2019), Paglen uses algorithms to analyze transcendental photos of the sky; he has 
continued exploring this technique using the mountainous landscapes in the American West, as seen in the 
Carnegie exhibition. He applies calculations like Hough Circle Transform, first introduced in 1962 to detect 
circles in images, and then retains the results on the print so that the viewer knows what the machine has 
seen: thin white circular outlines with dots at the center identify patterns that the human eye would otherwise 
pass over. The algorithmic lines recall the jokey meme in which the golden ratio is superimposed on any 
image and always fits something, like Donald Trump’s hair. Paglen’s series appears ominous—machines 
attempt to perceive beauty by reducing it to straight lines and perfect shapes—but it’s also a little goofy. The 
patterns don’t change our understanding of the photographs, and the photographs don’t educate us about the 
algorithms. They function as illustrations.

Paglen tends to hide his critical epiphanies in sumptuous visuals. Viewers may get lost in color or pattern and 
turn away after a few seconds. Paglen’s activist bent—the artist as investigative journalist or social educator—
competes with his urge to make compelling objects. In the best examples, like the “Bloom” series, these goals 
merge. Art history meets the technological filter through which we now experience much of visual culture, via 
iPhone cameras, Instagram posts, and TikTok feeds. Once we learn to recognize the influence of algorithms, 
Paglen hopes, we might figure out how to counter it and reclaim some of the humanity of our vision.



Craft/Work

A	Politics	Of	The	Image:	An	Interview	With	
Trevor	Paglen	
R o b e r t 	 B a r r y 	 , 	 O c t o b e r 	 1 2 t h , 	 2 0 1 9 	 0 8 : 0 9

With his new installation, From Apple To Anomaly, just opened at London’s Barbican Centre, 

Trevor Paglen talks to Robert Barry about AI, machine vision, and shutting down the internet 

Portrait of Artist Trevor Paglen. The Curve, Barbican. 26 September 2019 – 16 February 2020 © Tim P. Whitby / Getty 
Images 

Barry, Robert, "A Politics Of the Image: An Interview With Trevor Paglen," The Quietus, October 12, 2019



    
 

 

Running Trevor Paglen’s face through the Image Net Roulette app he developed with researcher 

Kate Crawford, the little green tag labels him a “micro-economist, micro-economic expert.” This is 

not, of course, an accurate description of the American author, artist, and digital provocateur’s 

profession. Since … he has… . But then accuracy of description was never quite the point of Image 

Net Roulette. 

The website, which allowed users to upload photos to be classified by a deep-learning framework 

trained on Image Net’s fourteen million-plus photographs into one or more of the 2,833 

subcategories recognised by the widely-used picture data set, is intended to show what Paglen calls, 

“the deep forms of bias, prejudice, and cruelty that can be built into machine learning systems that 

classify people.” 

As he wrote in the essay ‘Excavating AI’, coauthored with Crawford and published online at the 

same time as the app, Image Net Roulette was intended to “shed light on what happens when 

technical systems are trained using problematic training data.” Contestants in an annual machine 

vision competition have managed to achieve a 97.3% success rate recognising objects using neural 

networks trained on the data set. But that contest specifically excludes items in Image Net’s 

‘person’ subcategory. With pictures tagged by anonymous Amazon Mechanical Turk users paid an 

average of two bucks an hour, Image Net’s non-object subcategories range from the seemingly 

innocent (“Boy Scout”, “Cheerleader”, “Grandfather”) to the more subjective – even offensive 

(“Hypocrite”, “Jezebel”, “Fucker”, not to mention a whole swathe of racist and misogynist slurs). 

But then chatting to Paglen in the Barbican’s Curve Gallery, I started to wonder if this leaky system 

hadn’t succeeded, in spite of itself, in recognising something behind the artist’s mild-mannered 

demeanour and silvered goatee. Clearly the man has a head for figures and an eye for detail – 

possesses, too, a politician’s knack for batting away personal or provocative questions with an easy 

chuckle and a deft swerve back to the pre-prepared spiel. 



    
 

 

So do you think there’s nothing redeemable at all about the whole online world? I asked him at one 

point in the conversation, more or less trying to get a rise out of him. Scrap the whole thing? Burn it 

down? 

“I think that’s a very legitimate question,” he replied, with studied equanimity, “and I think it’s a 

conversation that we need to seriously have. It’s long overdue that we take a collective step back 

and understand that if we build systems to do certain kinds of things, how will that shape the 

societies that we live in, and do we want societies to be shaped in those ways?” 

Trevor Paglen: From ‘Apple’ to ‘Anomaly’. Installation view. The Curve, Barbican. 26 September 2019 – 16 February 
2020 © Tim P. Whitby / Getty Images 

We met at the press view for his latest installation, From ‘Apple’ to ‘Anomaly’, which layers the 

Curve’s snaking walls with some 30,000 photographs from the Image Net library, progressing in 



    
 

 

grouped clumps from the humble fruit to the more elusive identifier of the work’s title, via such 

potentially tricksy tags as ‘bottom feeder’, ‘redneck’ and ‘creep’. Along the way there are pictures 

of anchovies, orchards, and open-cast mines, of ‘porkers’ and positivists and pipe smokers. 

Along the way, there are a few oddities. A man clutching a Casio VL-Tone keyboard is labelled 

‘programmer’. Jimi Hendrix and Meryl Streep are controversially both dubbed ‘money grubber’. 

Barack Obama turns up in a remarkable number of categories – under ‘oligarch’, ‘racist’, ‘drug 

addict’ and ‘traitor’ among others (“definitely the Where’s Waldo figure of the installation,” Paglen 

says, before pointing out that the Image Net set dates back to 2009, around the height of Obama’s 

newsworthiness “And so you see that moment in history built into the substrate of any machine 

learning system that would be built on this database”). 

This being a gallery sourced online, naturally, all the suns are in the midst of setting and there is a 

teeming profusion of cats. It also notable that the group marked ‘drug addict’ skews 

overwhelmingly black and latinx, the ‘hunk’s are overwhelmingly white, and almost every ‘artist 

model’ is female and Asian. 

“I think a lot of us would look at images of apples and we would all agree, that’s a picture of an 

apple,” Paglen says. “But as you go through the arc of the installation, those categories get more 

and more abstract and more and more relational, to the point where it ends on the concept of an 

anomaly. Now ‘anomaly’ is a very different type of noun than ‘apple’ is. And yet it is a category 

that is built into the training set. And as you go through this arc of nouns and how concrete those 

nouns are and what kinds of images are included in those categories, I think you start to get a sense 

of the worldview and the forms of politics that are built into the machine learning systems that are 

trained on this particular dataset.” 



    
 

 

Trevor Paglen: From ‘Apple’ to ‘Anomaly’. Installation view. The Curve, Barbican. 26 September 2019 – 16 February 
2020 © Tim P. Whitby / Getty Images 

But Paglen isn’t content just to gradually chip away at our certainties. “There’s a catch,” as he says. 

Right from the get-go a seed of doubt in the possibility of ever comfortably classing image sets – 

and it’s twist that links From ‘Apple’ to ‘Anomaly’ to concerns that have animated art history for 

much of the past century. 

“Ceci n’est pas un pomme,” – ‘This is not an apple’ – wrote Magritte over his Braeburn 

portrait, The Treachery of Images. But Image Net disagrees. At the start of Paglen’s Curve 

installation stands a copy of Magritte’s painting that’s been put through the Image Net Roulette 

app. The familiar green box girds the fruit. “Red and green apple,” it asserts confidently. “That 

image really encapsulates a lot of what the installation is about,” Paglen tells me, “which is about: 



    
 

 

what is an image? Who gets to decide what the meaning of an image is? And what’s at stake in 

those decisions?” 

“In the past, images required people to look at them in order to come into existence somehow. 

That’s not true anymore. You can build computer systems that look at images and interpret them 

for you – one of the things I’m really interested in, of course, is what forms of politics are built into 

that. Ways of seeing always have cultural assumptions built into them. The meaning of images 

change over time as societies change, as the stories we tell ourselves change. And the meaning of 

images changes according to who is looking at them. So I want to see, in technical systems, how 

those kind of processes repeat themselves.” 

Trevor Paglen’s From ‘Apple’ to ‘Anomaly’ is at The Barbican’s Curve Gallery, London, until 16 

February 2020 

 



INTERVIEW | TREVOR PAGLEN 
Trevor Paglen on questioning the 
intelligence of AI 
US artist’s new show at the Barbican continues his exploration into 
how artificial intelligence is shaping how organisations control us 
CRISTINA RUIZ 
2nd October 2019 14:54 BST 

Paglen says the surveillance conversation must extend beyond computer scientists Photo by Tim P. 
Whitby/Getty Images for Barbican Centre

Ruiz, Cristina, "Trevor Paglen on questioning the intelligence of AI," The Art Newspaper, October 2, 2019



    
 

 

Trevor Paglen explores the unseen networks of power that monitor and control us, documenting 
secret US government bases, offshore prisons and surveillance drones. In the run up to his show at 
Milan’s Fondazione Prada (until 24 February 2020), Paglen collaborated with the artificial 
intelligence researcher Kate Crawford to launch ImageNet Roulette, an online interactive project 
which revealed the often racist or misogynistic ways in which ImageNet—one of the largest online 
databases that is widely used to train machines how to read pictures—classifies images of people. 

At London’s Barbican, Paglen is again examining ImageNet’s classifications, starting from 
everyday objects like apples and moving towards more abstract concepts to arrive at the category of 
“anomaly”. We spoke to him about surveillance, AI and how we can begin to imagine a different 
future. 

 
Tim P. Whitby/Getty Images for Barbican Centre 
 
 
The Art Newspaper: In 2015, I joined you on a scuba-diving expedition off the coast of 
Florida to see the fibre-optic cables that carry internet communications between continents. 
You found them as part of your exploration into how governments spy on their citizens. Is 
your latest research related to that inquiry? 
 
Trevor Paglen: All of these projects morph from one to the next. Looking for the ocean cables was 
a result of being involved with Citizenfour [the documentary about the whistleblower Edward 
Snowden] and trying to understand the infrastructures of surveillance. There’s the National Security 
Agency and the Central Intelligence Agency but there is also Google, which modulates our life in 
different ways but is much bigger.  



    
 

 

Looking at how large-scale computing and data collection platforms incorporate images leads to a 
whole series of questions: what are the practices that go into machine learning applications? What 
are the politics of collecting photographs on an enormous scale? What happens with that shift away 
from people reading photographs? 

There are two ways in which training sets of images for machine learning are made. One is done by 
universities and shared through people doing research and we can look at those sets—for example, 
ImageNet, which was created by researchers at Stanford and Princeton in 2009. These sets were 
made with images taken from people’s Flickr accounts without their permission. They were then 
labelled [by crowdsourced workers], sometimes in really misogynistic or racist ways. Ethically, it is 
very murky. What does it mean to go out and appropriate these images, label them and then use 
them in machine-learning models that are ubiquitous? What are the politics behind it? 

The other training sets are created by companies like Facebook and Google, and are proprietary. 

These machine-learning sets are used for facial recognition technologies. Won’t this increased 
surveillance make us all safer? 

We have a desire to want to find technological solutions to questions that are political and 
sociological. Technology is seductive. It offers the promise of a quick fix or the illusion that it is 
objective and less messy than the hard work required when thinking about very difficult cultural 
questions. I want to think very carefully about what problems you are trying to solve with this kind 
of technology. The other thing to bear in mind is that we’re not talking about machine learning in 
the abstract in a conceptual vacuum. Google, Amazon, Facebook and Microsoft are companies that 
are in the business of making money.  

  
At his Barbican show the US artist embarks on a journey into ImageNet’s classifications, beginning with 
everyday objects like an apple and progressing towards abstract categorisation © Trevor Paglen, Courtesy of 
the Artist, Metro Pictures New York, Altman Siegel, San Francisco 



    
 

 

And yet we all freely choose to give them our data. 

I don’t think we consent to giving all our data to these platforms all the time. I could not do my job 
without a smartphone. So, I am compelled to use Apple or Google and give them my data. The 
more these technologies become a part of our lives, the less ability we have to actively consent to 
participating in them. We cannot change things on an individual level: if one person throws away 
their smartphone, it’s not going to change the business model of the internet. We should think about 
larger, regulatory structures. I’m not saying this has to be done on a government level, but it’s 
certainly not on an individual level.  

There are a lot of different levels on which these debates can take place.There are widespread, 
public conversations that involve a lot of people. That’s important. Another important conversation 
is among technology professionals, the people building these systems trying to critique these 
problems. Within the arts it is also very important to think about these issues. We are the people 
who make images. We can think of facial recognition as political portraiture attached to 
law enforcement. 

It’s important to bring people who have relevant expertise but don’t necessarily have a background 
in computer science to bear on this because these conversations are often restricted to computer 
science departments where people don’t necessarily have the expertise to think about how societies 
and images work; so it’s really vital that we are all engaged. 

So, what’s an alternative vision for the future? 

It’s important to imagine futures in which things are not inevitable. Right now, it feels like it is 
inevitable that Facebook and Amazon and Google are going to suck up data; we think it’s inevitable 
that we are going to be under surveillance and policed. We should not accept this. We don’t really 
give our information to Facebook. Facebook and other platforms take it. They don’t even know 
why; they just think it might be useful in the future. There’s nothing inevitable about that. What do 
we want our mobile phones to do? How do we articulate a response to surveillance capitalism? We 
need to think about this. 

• Trevor Paglen: From “Apple” to “Anomaly”, the Curve at the Barbican Centre, London, until 16 
February 2020 

 



Loos, Ted, "Artist Trevor Paglen Takes the Long View," Cultured, 2018



    
 

 

 

 



    
 

 

 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



    
 

 

 

 
 
 



    
 

 

 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



    
 

 

 

 
 
 



    
 

 

 
 

 
 
 
 
 



    
 

 

 
Gendall, John, “Meet the Artist Who Won the 2018 MacArthur Genius Grant,” Architectural Digest, November 10, 

2017 
 

 



    
 

 

 

 
 



    
 

 

 

 
 
 
 
 
 



    
 

 

 

 
 
 
 

 
 
 



Baumgardner, Julie, “A String Quartet Concert, With an A.I. Assist,” T: The New York Times Style Magazine, 
January 13, 2017 

“I really don’t think art is good at answering 
questions — it’s much better at posing questions, 
and even better at simply asking people to open 
their eyes,” says the artist Trevor Paglen. With a 
rigorous practice involving investigation, technology 
and image-making, Paglen has spent his career 
crossing boundaries, both disciplinary and physical 
— “which, for me, is kind of the point of art,” he 
says. 

A rendering of "Sight Machine," the artist Trevor Paglen's 
upcoming multimedia piece that visualizes a performance 
by the Kronos Quartet in real time using A.I. technology. 

To date, Paglen is best known for his work on 
government surveillance and data collection, in 
particular an investigation into the C.I.A.’s 
“extraordinary rendition” program. (His practice 
has led to far-flung places, including space: he 
launched a collection of 100 images, titled “The 
Last Pictures,” into space on the EchoStar XVI 
satellite in 2012 for aliens to find.) As of Jan. 1, he’s 
also the artist-in-residence at Stanford University’s 
Cantor Arts Center; and this Saturday, he’s staging 
his first multimedia performance on Pier 70 in San 
Francisco’s Dogpatch district. “He just thinks so 
big,” says Paglen’s longtime gallerist, Claudia 

Altman Siegel, who was offered the location by 
Alison Gass, chief curator of the Cantor. “I brought 
it to Trevor, like, ‘Here’s this construction site, what 
do you want to do?’ And the next day, he comes up 
with a performance with the Kronos Quartet.” 

The performance, titled “Sight Machine,” combines 
image-making and artificial-intelligence technology: 
On Saturday, the avant-garde string quartet will play 
a concert while Paglen’s own A.I. mapping system 
projects machine-generated images of the musicians 
behind them in real time. Paglen programmed code, 
akin to surveillance A.I. algorithms, which 
processes a live video feed of the performance to 
create “images of what a particular algorithm is 
‘seeing,’” he says, which in this case is the 
musicians’ movements. “I wanted to make an 
artwork that really underlined the contradiction 
between how machines see and how humans see,” 
Paglen explains. “Because music is so affective and 
is just as corporeal as it is cerebral, I thought 
coupling a music performance with machine vision 
adds up to something that work on an emotional, 
aesthetic and intellectual level.” 

An alternative rendering of “Sight Machine.” 

However, Paglen’s piece is no awe-struck homage 
to the capabilities of technology. “There’s a 
profound shift happening in visual culture, which 
has to do with the fact that most images nowadays 
are primarily made by machines for other machines. 
I think that as the audience experiences the overall 



    
 

 

piece, they’ll get the sense that the machine-vision 
and A.I. systems that are ‘watching’ the same 
performance are experiencing something entirely 
different than the humans are,” he says. “By 
pointing out that discrepancy, I want to plant some 
doubts about the exuberance I see around me over 
an increasingly automated society.” 
 

 
Trevor Paglen. 
 
While A.I. may be associated with flashy futurism, 
Paglen wants to remind us that one thriving branch 
of the technology — machine-to-machine image-
making — is very much part of day-to-day society. 
How can people breeze through toll lanes every 
morning? Images generated by a machine are sent 
to another machine, with no human ever 
intervening. These “invisible images,” as Paglen 
calls them, warrant our attention. “Image-making, 
along with storytelling and music, is the stuff that 
culture is made out of,” he says. “We’re now 
handing over the ability to tell those stories to 
artificial intelligence networks and machine-vision 
systems,” which in turn “strongly influence our 
social and political relationships.” Every new 
technology, whether the wheel, a superconductor or 
an iPhone, is designed with intention, and often not 
with its abuses in mind. Paglen’s work on machine 
vision, he says, “has to do with learning how to ask 
the right questions about the new relationships 
between images and power that we see developing 
throughout society.” 
 
Later this year, Paglen will use the same title, “Sight 
Machine,” for a series of work he’ll develop at the 
Cantor, immersing himself into the university’s A.I. 

and machine-learning labs to bolster his technical 
capabilities in understanding software architecture. 
“In the very near future, I guarantee that the 
pictures you post on social media will affect your 
credit rating, health and auto insurance policies, and 
much more. It will all happen automatically. In a 
very real way, our rights and freedoms will be 
modulated by our metadata signatures,” he says. 
“What’s at stake, obviously, is the future of the 
human race! I’m actually serious here.” 
 
 



    
 

 

 

 
 

 
 

 





    
 

 

 

 
 



    
 

 

 

 
 



    
 

 

 

 
 
 



    
 

 

 

 
 
 



    
 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 



    
 

 

 

 
 

 



    
 

 

 

 
 

 
 
 
 



    
 

 

 

 
 

 
 



Adams, Tim, “Trevor Paglen: art in the age of mass surveillance,” The Guardian, November 25, 2017 



    
 

 

 

 
 
 



    
 

 

 
 
 
 
 
 
 
 

 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 



    
 

 

 

 
 
 



    
 

 

 

 
 
 
 
 
 



    
 

 

 

 
 



    
 

 

 

 
 



    
 

 

 
 

Trevor Paglen, “500 Words,” with Andrianna Campbell, Artforum, July 20, 2017 
 

 
 



    
 

 

 
 

 
 



    
 

 

 

 
 
 



    
 

 

 



      

 
 

Trevor Paglen, “Invisible Images (Your Pictures Are Looking At You,” The New Inquiry,  December 8, 2016 
 

 
OUR eyes are fleshy things, and for most of 
human history our visual culture has also been 
made of fleshy things. The history of images is 
a history of pigments and dyes, oils, acrylics, 
silver nitrate and gelatin–materials that one 
could use to paint a cave, a church, or a canvas. 
One could use them to make a photograph, or 
to print pictures on the pages of a magazine. 
The advent of screen-based media in the latter 
half of the 20th century wasn’t so different: 
cathode ray tubes and liquid crystal displays 
emitted light at frequencies our eyes perceive 
as color, and densities we perceive as shape.  
We’ve gotten pretty good at understanding the 
vagaries of human vision; the serpentine ways 
in which images infiltrate and influence culture, 
their tenuous relationships to everyday life and 
truth, the means by which they’re harnessed to 
serve–and resist–power. The theoretical 
concepts we use to analyze classical visual 
culture are robust: representation, meaning, 
spectacle, semiosis, mimesis, and all the rest. 
For centuries these concepts have helped us to 
navigate the workings of classical visual 
culture. 
 
But over the last decade or so, something 
dramatic has happened. Visual culture has 
changed form. It has become detached from 
human eyes and has largely become invisible. 
Human visual culture has become a special 
case of vision, an exception to the rule. The 
overwhelming majority of images are now 
made by machines for other machines, with 
humans rarely in the loop. The advent of 
machine-to-machine seeing has been barely 
noticed at large, and poorly understood by 

those of us who’ve begun to notice the 
tectonic shift invisibly taking place before our 
very eyes. 
 

 
“Winona” Eigenface (Colorized), Labelled Faces in the 
Wild Dataset, 2016 
 
The landscape of invisible images and machine 
vision is becoming evermore active. Its 
continued expansion is starting to have 
profound effects on human life, eclipsing even 
the rise of mass culture in the mid 20th 
century. Images have begun to intervene in 
everyday life, their functions changing from 
representation and mediation, to activations, 
operations, and enforcement. Invisible images 
are actively watching us, poking and prodding, 
guiding our movements, inflicting pain and 
inducing pleasure. But all of this is hard to see. 
Cultural theorists have long suspected there 
was something different about digital images 
than the visual media of yesteryear, but have 



      
had trouble putting their finger on it. In the 
1990s, for example, there was much to do 
about the fact that digital images lack an 
“original.” More recently, the proliferation of 
images on social media and its implications for 
inter-subjectivity has been a topic of much 
discussion among cultural theorists and critics. 
But these concerns still fail to articulate exactly 
what’s at stake. 
 

 
Lake Tenaya, Maximally Stable External Regions; Hough 
Transform, 2016 
 
One problem is that these concerns still 
assume that humans are looking at images, and 
that the relationship between human viewers 
and images is the most important moment to 
analyze–but it’s exactly this assumption of a 
human subject that I want to question. 
What’s truly revolutionary about the advent of 
digital images is the fact that they are 
fundamentally machine-readable: they can only 
be seen by humans in special circumstances 
and for short periods of time. A photograph 
shot on a phone creates a machine-readable file 
that does not reflect light in such a way as to 
be perceptible to a human eye. A secondary 
application, like a software-based photo viewer 
paired with a liquid crystal display and 
backlight may create something that a human 
can look at, but the image only appears to 
human eyes temporarily before reverting back 
to its immaterial machine form when the 

phone is put away or the display is turned off. 
However, the image doesn’t need to be turned 
into human-readable form in order for a 
machine to do something with it. This is 
fundamentally different than a roll of 
undeveloped film. Although film, too, must be 
coaxed by a chemical process into a form 
visible by human eyes, the undeveloped film 
negative isn’t readable by a human or machine. 
 
The fact that digital images are fundamentally 
machine-readable regardless of a human 
subject has enormous implications. It allows 
for the automation of vision on an enormous 
scale and, along with it, the exercise of power 
on dramatically larger and smaller scales than 
have ever been possible. 
 

 
“Goldfish,” Linear Classifier, ImageNet Dataset, 2016; 
 “Fire Boat”; Synthetic High Activation, ImageNet 
Dataset, 2016 
 
II. 
Our built environments are filled with 
examples of machine-to-machine seeing 
apparatuses: Automatic License Plate Readers 
(ALPR) mounted on police cars, buildings, 
bridges, highways, and fleets of private vehicles 
snap photos of every car entering their frames. 
ALPR operators like the company Vigilant 
Solutions collect the locations of every car their 
cameras see, use Optical Character Recognition 
(OCR) to store license plate numbers, and 
create databases used by police, insurance 
companies, and the like.[footnote: James 
Bridle’s “How Britain Exported Next-
Generation Surveillance” is an excellent 
introduction to APLR.] In the consumer 



      
sphere, outfits like Euclid Analytics and Real 
Eyes, among many others, install cameras in 
malls and department stores to track the 
motion of people through these spaces with 
software designed to identify who is looking at 
what for how long, and to track facial 
expressions to discern the mood and emotional 
state of the humans they’re observing.  
 

 
(Research Image), “Disgust,” Custom Hito Steyerl 
Emotion Training Set 
 
Advertisements, too, have begun to watch and 
record people. And in the industrial sector, 
companies like Microscan provide full-fledged 
imaging systems designed to flag defects in 
workmanship or materials, and to oversee 
packaging, shipping, logistics, and 
transportation for automotive, pharmaceutical, 
electronics, and packaging industries. All of 
these systems are only possible because digital 
images are machine-readable and do not 
require a human in the analytic loop. 
 
This invisible visual culture isn’t just confined 
to industrial operations, law enforcement, and 
“smart” cities, but extends far into what we’d 
otherwise–and somewhat naively–think of as 
human-to-human visual culture. I’m referring 
here to the trillions of images that humans 
share on digital platforms–ones that at first 
glance seem to be made by humans for other 
humans. 
 
On its surface, a platform like Facebook seems 
analogous to the musty glue-bound photo 
albums of postwar America. We “share” 
pictures on the Internet and see how many 

people “like” them and redistribute them. In 
the old days, people carried around pictures of 
their children in wallets and purses, showed 
them to friends and acquaintances, and set up 
slideshows of family vacations. What could be 
more human than a desire to show off one’s 
children? Interfaces designed for digital image-
sharing largely parrot these forms, creating 
“albums” for selfies, baby pictures, cats, and 
travel photos. 
 
But the analogy is deeply misleading, because 
something completely different happens when 
you share a picture on Facebook than when 
you bore your neighbors with projected slide 
shows. When you put an image on Facebook 
or other social media, you’re feeding an array 
of immensely powerful artificial intelligence 
systems information about how to identify 
people and how to recognize places and 
objects, habits and preferences, race, class, and 
gender identifications, economic statuses, and 
much more. 
 

 
(Research Images) Magritte 
 



      
Regardless of whether a human subject actually 
sees any of the 2 billion photographs uploaded 
daily to Facebook-controlled platforms, the 
photographs on social media are scrutinized by 
neural networks with a degree of attention that 
would make even the most steadfast art 
historian blush. Facebook’s “DeepFace” 
algorithm, developed in 2014 and deployed in 
2015, produces three-dimensional abstractions 
of individuals’ faces and uses a neural network 
that achieves over 97 percent accuracy at 
identifying individuals– a percentage 
comparable to what a human can achieve, 
ignoring for a second that no human can recall 
the faces of billions of people. 
 

 
(Research Images) Rosler 
 
There are many others: Facebook’s 
“DeepMask” and Google’s TensorFlow 
identify people, places, objects, locations, 
emotions, gestures, faces, genders, economic 
statuses, relationships, and much more. 
In aggregate, AI systems have appropriated 
human visual culture and transformed it into a 
massive, flexible training set. The more images 
Facebook and Google’s AI systems ingest, the 
more accurate they become, and the more 
influence they have on everyday life. The 
trillions of images we’ve been trained to treat 
as human-to-human culture are the foundation 
for increasingly autonomous ways of seeing 
that bear little resemblance to the visual culture 
of the past. 
 
III. 

If we take a peek into the internal workings of 
machine-vision systems, we find a menagerie 
of abstractions that seem completely alien to 
human perception. The machine-machine 
landscape is not one of representations so 
much as activations and operations. It’s 
constituted by active, performative relations 
much more than classically representational 
ones. But that isn’t to say that there isn’t a 
formal underpinning to how computer vision 
systems work. 
 

 
(Research Images) Opie; Dense Captioning, Age, Gender, 
Adult Content Detection 
 
All computer vision systems produce 
mathematical abstractions from the images 
they’re analyzing, and the qualities of those 
abstractions are guided by the kind of metadata 
the algorithm is trying to read. Facial 
recognition, for instance, typically involves any 
number of techniques, depending on the 
application, the desired efficiency, and the 
available training sets. The Eigenface 
technique, to take an older example, analyzes 
someone’s face and subtracts from that the 
features it has in common with other faces, 



      
leaving a unique facial “fingerprint” or facial 
“archetype.” To recognize a particular person, 
the algorithm looks for the fingerprint of a 
given person’s face. 
 
Convolutional Neural Networks (CNN), 
popularly called “deep learning” networks, are 
built out of dozens or even hundreds of 
internal software layers that can pass 
information back and forth. The earliest layers 
of the software pick apart a given image into 
component shapes, gradients, luminosities, and 
corners. Those individual components are 
convolved into synthetic shapes. Deeper in the 
CNN, the synthetic images are compared to 
other images the network has been trained to 
recognize, activating software “neurons” when 
the network finds similarities. 
 
We might think of these synthetic activations 
and other “hallucinated” structures inside 
convolutional neural networks as being 
analogous to the archetypes of some sort of 
Jungian collective unconscious of artificial 
intelligence–a tempting, although misleading, 
metaphor. Neural networks cannot invent their 
own classes; they’re only able to relate images 
they ingest to images that they’ve been trained 
on. And their training sets reveal the historical, 
geographical, racial, and socio-economic 
positions of their trainers. Feed an image of 
Manet’s “Olympia” painting to a CNN trained 
on the industry-standard “Imagenet” training 
set, and the CNN is quite sure that it’s looking 
at a “burrito.” It goes without saying that the 
“burrito” object class is fairly specific to a 
youngish person in the San Francisco Bay 
Area, where the modern “mission style” 
burrito was invented. Spend a little bit of time 
with neural networks, and you realize that 
anyone holding something in their hand is 
likely to be identified as someone “holding a 
cellphone,” or “holding a Wii controller.” On a 
more serious note, engineers at Google 
decided to deactivate the “gorilla” class after it 

became clear that its algorithms trained on 
predominantly white faces and tended to 
classify African Americans as apes. 
 
The point here is that if we want to understand 
the invisible world of machine-machine visual 
culture, we need to unlearn how to see like 
humans. We need to learn how to see a parallel 
universe composed of activations, keypoints, 
eigenfaces, feature transforms, classifiers, 
training sets, and the like. But it’s not just as 
simple as learning a different vocabulary. 
Formal concepts contain epistemological 
assumptions, which in turn have ethical 
consequences. The theoretical concepts we use 
to analyze visual culture are profoundly 
misleading when applied to the machinic 
landscape, producing distortions, vast blind 
spots, and wild misinterpretations. 
 
IV. 
There is a temptation to criticize algorithmic 
image operations on the basis that they’re often 
“wrong”–that “Olympia” becomes a burrito, 
and that African Americans are labelled as 
non-humans. These critiques are easy, but 
misguided. They implicitly suggest that the 
problem is simply one of accuracy, to be 
solved by better training data. Eradicate bias 
from the training data, the logic goes, and 
algorithmic operations will be decidedly less 
racist than human-human interactions. 
Program the algorithms to see everyone equally 
and the humans they so lovingly oversee shall 
be equal. I am not convinced. 
 
Ideology’s ultimate trick has always been to 
present itself as objective truth, to present 
historical conditions as eternal, and to present 
political formations as natural. Because image 
operations function on an invisible plane and 
are not dependent on a human seeing-subject 
(and are therefore not as obviously ideological 
as giant paintings of Napoleon) they are harder 
to recognize for what they are: immensely 



      
powerful levers of social regulation that serve 
specific race and class interests while 
presenting themselves as objective. 
 
The invisible world of images isn’t simply an 
alternative taxonomy of visuality. It is an 
active, cunning, exercise of power, one ideally 
suited to molecular police and market 
operations–one designed to insert its tendrils 
into ever-smaller slices of everyday life. 
Take the case of Vigilant Solutions. In January 
2016, Vigilant Solutions, the company that 
boasts of having a database of billions of 
vehicle locations captured by ALPR systems, 
signed contracts with a handful of local Texas 
governments. According to documents 
obtained by the Electronic Frontier 
Foundation, the deal went like this: Vigilant 
Solutions provided police with a suite of ALPR 
systems for their police cars and access to 
Vigilant’s larger database. In return, the local 
government provided Vigilant with records of 
outstanding arrest warrants and overdue court 
fees. A list of “flagged” license plates 
associated with outstanding fines are fed into 
mobile ALPR systems. When a mobile ALPR 
system on a police car spots a flagged license 
plate, the cop pulls the driver over and gives 
them two options: they can pay the 
outstanding fine on the spot with a credit card 
(plus at 25 percent “service fee” that goes 
directly to Vigilant), or they can be arrested. In 
addition to their 25 percent surcharge, Vigilant 
keeps a record of every license plate reading 
that the local police take, adding information 
to their massive databases in order to be 
capitalized in other ways. The political 
operations here are clear. Municipalities are 
incentivized to balance their budgets on the 
backs of their most vulnerable populations, to 
transform their police into tax-collectors, and 
to effectively sell police surveillance data to 
private companies. Despite the “objectivity” of 
the overall system, it unambiguously serves 
powerful government and corporate interests 

at the expense of vulnerable populations and 
civic life. 
 
As governments seek out new sources of 
revenue in an era of downsizing, and as capital 
searches out new domains of everyday life to 
bring into its sphere, the ability to use 
automated imaging and sensing to extract 
wealth from smaller and smaller slices of 
everyday life is irresistible. It’s easy to imagine, 
for example, an AI algorithm on Facebook 
noticing an underage woman drinking beer in a 
photograph from a party. That information is 
sent to the woman’s auto insurance provider, 
who subscribes to a Facebook program 
designed to provide this kind of data to credit 
agencies, health insurers, advertisers, tax 
officials, and the police. Her auto insurance 
premium is adjusted accordingly. A second 
algorithm combs through her past looking for 
similar misbehavior that the parent company 
might profit from. In the classical world of 
human-human visual culture, the photograph 
responsible for so much trouble would have 
been consigned to a shoebox to collect dust 
and be forgotten. In the machine-machine 
visual landscape the photograph never goes 
away. It becomes an active participant in the 
modulations of her life, with long-term 
consequences. 
 
Smaller and smaller moments of human life are 
being transformed into capital, whether it’s the 
ability to automatically scan thousands of cars 
for outstanding court fees, or a moment of 
recklessness captured from a photograph 
uploaded to the Internet. Your health 
insurance will be modulated by the baby 
pictures your parents uploaded of you without 
your consent. The level of police scrutiny you 
receive will be guided by your “pattern of life” 
signature. 
 
The relationship between images and power in 
the machine-machine landscape is different 



      
than in the human visual landscape. The 
former comes from the enactment of two 
seemingly paradoxical operations. The first 
move is the individualization and 
differentiation of the people, places, and 
everyday lives of the landscapes under its 
purview–it creates a specific metadata signature 
of every single person based on race, class, the 
places they live, the products they consume, 
their habits, interests, “likes,” friends, and so 
on. The second move is to reify those 
categories, removing any ambiguities in their 
interpretation so that individualized metadata 
profiles can be operationalized to collect 
municipal fees, adjust insurance rates, conduct 
targeted advertising, prioritize police 
surveillance, and so on. The overall effect is a 
society that amplifies diversity (or rather a 
diversity of metadata signatures) but does so 
precisely because the differentiations in 
metadata signatures create inroads for the 
capitalization and policing of everyday life. 
Machine-machine systems are extraordinary 
intimate instruments of power that operate 
through an aesthetics and ideology of 
objectivity, but the categories they employ are 
designed to reify the forms of power that those 
systems are set up to serve. As such, the 
machine-machine landscape forms a kind of 
hyper-ideology that is especially pernicious 
precisely because it makes claims to objectivity 
and equality. 
 
V. 
Cultural producers have developed very good 
tactics and strategies for making interventions 
into human-human visual culture in order to 
challenge inequality, racism, and injustice. 
Counter-hegemonic visual strategies and tactics 
employed by artists and cultural producers in 
the human-human sphere often capitalize on 
the ambiguity of human-human visual culture 
to produce forms of counter-culture–to make 
claims, to assert rights, and to expand the field 
of represented peoples and positions in visual 

culture. Martha Rosler’s influential artwork 
“Semiotics of the Kitchen,” for example, 
transformed the patriarchal image of the 
kitchen as a representation of masculinist order 
into a kind of prison; Emory Douglas’s images 
of African American resistance and solidarity 
created a visual landscape of self-
empowerment; Catherine Opie’s images of 
queerness developed an alternate vocabulary of 
gender and power. All of these strategies, and 
many more, rely on the fact that the 
relationship between meaning and 
representation is elastic. But this idea of 
ambiguity, a cornerstone of semiotic theory 
from Saussure through Derrida, simply ceases 
to exist on the plane of quantified machine-
machine seeing. There’s no obvious way to 
intervene in machine-machine systems using 
visual strategies developed from human-human 
culture. 
 
Faced with this impasse, some artists and 
cultural workers are attempting to challenge 
machine vision systems by creating forms of 
seeing that are legible to humans but illegible 
to machines. Artist Adam Harvey, in particular, 
has developed makeup schemes to thwart facial 
recognition algorithms, clothing to suppress 
heat signatures, and pockets designed to 
prevent cellphones from continually 
broadcasting their location to sensors in the 
surrounding landscape. Julian Oliver often 
takes the opposite tack, developing hyper-
predatory machines intended to show the 
extent to which we are surrounded by sensing 
machines, and the kinds of intimate 
information they’re collecting all the time. 
These are noteworthy projects that help 
humans learn about the existence of ubiquitous 
sensing. But these tactics cannot be 
generalized. 
 
In the long run, developing visual strategies to 
defeat machine vision algorithms is a losing 
strategy. Entire branches of computer vision 



      
research are dedicated to creating “adversarial” 
images designed to thwart automated 
recognition systems. These adversarial images 
simply get incorporated into training sets used 
to teach algorithms how to overcome them. 
What’s more, in order to truly hide from 
machine vision systems, the tactics deployed 
today must be able to resist not only 
algorithms deployed at present, but algorithms 
that will be deployed in the future. To hide 
one’s face from Facebook, one would not only 
have to develop a tactic to thwart the 
“DeepFace” algorithm of today, but also a 
facial recognition system from the future. 
An effective resistance to the totalizing police 
and market powers exercised through machine 
vision won’t be mounted through ad hoc 
technology. In the long run, there’s no 
technical “fix” for the exacerbation of the 
political and economic inequalities that 
invisible visual culture is primed to encourage. 
To mediate against the optimizations and 
predations of a machinic landscape, one must 
create deliberate inefficiencies and spheres of 
life removed from market and political 
predations–“safe houses” in the invisible digital 
sphere. It is in inefficiency, experimentation, 
self-expression, and often law-breaking that 
freedom and political self-representation can 
be found. 
 
We no longer look at images–images look at 
us. They no longer simply represent things, but 
actively intervene in everyday life. We must 
begin to understand these changes if we are to 
challenge the exceptional forms of power 
flowing through the invisible visual culture that 
we find ourselves enmeshed within. 
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